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Disclaimer 
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on an “as is” basis.  Neither the authors nor Internetwork Expert, Inc. assume any liability or responsibility to 
any person or entity with respect to loss or damages incurred from the information contained in this 
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BGP 

 Note 

Load the Initial BGP initial configurations prior to starting. 
 

7.1 Establishing iBGP Peerings 
• Configure BGP on all internal devices using AS 100. 
• Create a full mesh of iBGP peerings between these devices without using 

their Loopback interfaces. 
• Advertise the Loopback0 interfaces of these devices into BGP. 
• Ensure full reachability to these Loopback0 interfaces from all internal 

devices. 
 

7.2 Establishing EBGP Peerings 
• BB1 and BB3 are in AS 54. 
• Configure EBGP peerings between R4 & BB3 and R6 & BB1 using their 

directly connected links. 
• Advertise the external links between R4 & BB3 and R6 & BB1 into IGP.   
• Ensure full reachability to all prefixes learned from AS 54 from all internal 

devices when sourcing traffic from the Loopback0 interfaces. 
 

7.3 BGP Update Source Modification 
• Advertise the Loopback0 interfaces of R4 and R5 into IGP. 
• Modify the BGP peering between these devices so that if either the Frame 

Relay or Point-to-Point Serial link between them goes down, the BGP 
peering is not affected. 
 

7.4 Multihop EBGP Peerings 
• Create a new Loopback1 interface on SW4 with the IP address 

204.12.X.10/32, and advertise it into IGP. 
• Configure an EBGP peering between SW4 and BB3 using this new 

interface as the source of the peering. 
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7.5 Neighbor Disable-Connected-Check 
• Remove the all previous BGP configurations. 
• Configure R1 & R4 in AS 100, and R5 in AS 200. 
• Configure an iBGP peering between R1 and R4. 
• Configure an EBGP peering between R4 and BB3, which is in AS 54. 
• Configure an EBGP peering between R1 and R5. 
• Configure an EBGP peering between R4 and R5 in such a way that the 

peering remains up as long as R4 has a connection to either the Frame 
Relay network or the Point-to-Point link to R5, but is torn down if both of 
these links are down. 
 

7.6 Authenticating BGP Peerings 
• Remove the previous BGP configuration on R2. 
• Configure R2 in BGP AS 200, and configure an EBGP peering with BB2. 
• BB2 is in AS 254. 
• Authenticate this peering with the password "CISCO". 

 
7.7 iBGP Route Reflection 

• Remove the previous BGP configuration on all devices. 
• Remove the advertisement of R4 and R5’s Loopback0 networks into IGP. 
• Configure BGP on all internal devices using AS 100. 
• Configure iBGP peerings from R1 to all other devices in the internal 

network. 
• Configure EBGP peerings between R4 & BB3 and R6 & BB1 using their 

directly connected links; BB1 and BB3 are in AS 54. 
• Advertise the Loopback0 interfaces of these devices into BGP. 
• Ensure full reachability to these Loopback0 interfaces from all internal 

devices, and to all prefixes learned from AS 54 from all internal devices 
when sourcing traffic from the Loopback0 interfaces. 
 



CCIE R&S Lab Workbook Volume I Version 5.0     BGP
 

Copyright © 2009 Internetwork Expert www.InternetworkExpert.com
3 

7.8 Large Scale iBGP Route Reflection with Clusters 
• Remove the previous BGP configuration on all devices. 
• Configure R2 in BGP AS 200, and configure an EBGP peering with BB2. 
• BB2 is in AS 254, and is authenticating this peering with the password 

"CISCO". 
• Configure BGP on all other internal devices using AS 100. 
• Configure a BGP cluster between R1, R4, and R6 as follows: 

o R1 should be the route-reflector, and peer with R4 and R6. 
o R4 and R6 should peer with BB3 and BB1 respectively, who are in 

AS 54. 
o Use the cluster-id 150.X.1.1. 

• Configure a BGP cluster between R3, SW1, and SW3 as follows: 
o R3 should be the route-reflector, and peer with SW1 and SW3. 
o Use the cluster-id 150.X.3.3. 

• Configure a BGP cluster between R5, SW2, and SW4 as follows: 
o R5 should be the route-reflector, and peer with SW2 and SW4. 
o Use the cluster-id 150.X.5.5. 

• R1, R3, and R5 should all peer with each other in a full-mesh, but should 
not propagate updates between clusters. 

• Configure EBGP peerings between R2 & R3 and R2 & R5. 
• Advertise the Loopback0 interfaces of all devices into BGP. 
• Ensure full reachability to these Loopback0 interfaces from all internal 

devices, and to all prefixes learned from AS 54 and 254 from all internal 
devices when sourcing traffic from the Loopback0 interfaces. 
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BGP Solutions 

7.1 Establishing iBGP Peerings 
• Configure BGP on all internal devices using AS 100. 
• Create a full mesh of iBGP peerings between these devices without using 

their Loopback interfaces. 
• Advertise the Loopback0 interfaces of these devices into BGP. 
• Ensure full reachability to these Loopback0 interfaces from all internal 

devices. 
 

Configuration 
R1: 
router bgp 100 
 network 150.1.1.0 mask 255.255.255.0 
 neighbor 155.1.0.2 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.4 remote-as 100 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.67.7 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
 
R2: 
router bgp 100 
 network 150.1.2.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.4 remote-as 100 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.37.7 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
  
R3: 
router bgp 100 
 network 150.1.3.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 neighbor 155.1.0.2 remote-as 100 
 neighbor 155.1.0.4 remote-as 100 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.37.7 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
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R4: 
router bgp 100 
 network 150.1.4.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 neighbor 155.1.0.2 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.67.7 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
 
R5: 
router bgp 100 
 network 150.1.5.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 neighbor 155.1.0.2 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.4 remote-as 100 
 neighbor 155.1.37.7 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
  
R6: 
router bgp 100 
 network 150.1.6.0 mask 255.255.255.0 
 neighbor 155.1.0.2 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.67.7 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.1 remote-as 100 
 neighbor 155.1.146.4 remote-as 100 
 
SW1: 
router bgp 100 
 network 150.1.7.0 mask 255.255.255.0 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.23.2 remote-as 100 
 neighbor 155.1.37.3 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.67.6 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.1 remote-as 100 
 neighbor 155.1.146.4 remote-as 100 
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SW2: 
router bgp 100 
 network 150.1.8.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 neighbor 155.1.0.2 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.4 remote-as 100 
 neighbor 155.1.37.7 remote-as 100 
 neighbor 155.1.58.5 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
  
SW3: 
router bgp 100 
 network 150.1.9.0 mask 255.255.255.0 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.23.2 remote-as 100 
 neighbor 155.1.37.3 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.67.6 remote-as 100 
 neighbor 155.1.79.7 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.1 remote-as 100 
 neighbor 155.1.146.4 remote-as 100 
 
SW4: 
router bgp 100  
 network 150.1.10.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 neighbor 155.1.0.2 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.4 remote-as 100 
 neighbor 155.1.37.7 remote-as 100 
 neighbor 155.1.58.5 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.8 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
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Verification 

 Note 

The first step in any BGP configuration is always to establish peering 
relationships between the BGP speaking devices.  Recall that since BGP does 
not have its own transport protocol, underlying IGP reachability must already be 
established to allow the TCP port 179 session to be successful between 
neighbors. 

BGP is a normal TCP application, which means that a TCP client initiates the 
session to the TCP server with a SYN packet going to the well known port of 179.  
If the BGP server is configured to accept the session, a reply with SYN/ACK 
comes from port 179, going to the high port that is negotiated between them.  In 
the case that both BGP peers attempt to establish the connection at the same 
time, RFC 4271 (A Border Gateway Protocol 4) defines a “BGP Connection 
Collision Detection” mechanism, in which essentially the session originated from 
the device with the higher BGP router-id is maintained, and the secondary 
session is dropped. 

The below debug output shows the step-by-step formation of the iBGP peering 
between R1 and R2.  Note that access-list 100 is used to filter the debug output 
and only show the output pertinent to the BGP session between R1 and R2. 
 

Rack1R1#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R1(config)#access-list 100 permit tcp any host 155.1.0.2 
Rack1R1(config)#access-list 100 permit tcp host 155.1.0.2 any 
Rack1R1(config)#do debug ip packet detail 100 
IP packet debugging is on (detailed) for access list 100 
Rack1R1(config)#router bgp 100 
Rack1R1(config-router)#neighbor 155.1.0.2 remote-as 100 
Rack1R1(config-router)# 
IP: tableid=0, s=155.1.0.2 (Serial0/0.1), d=155.1.0.1 (Serial0/0.1), routed via 
RIB 
IP: s=155.1.0.2 (Serial0/0.1), d=155.1.0.1 (Serial0/0.1), len 44, rcvd 3 
    TCP src=51292, dst=179, seq=3391098696, ack=0, win=16384 SYN 
 

R2 is already configured with the neighbor statement pointing towards R1, and a 
SYN is received from R2 to initiate the session.  Note the source port of 51292, 
and the destination port of 179. 
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IP: tableid=0, s=155.1.0.1 (local), d=155.1.0.2 (Serial0/0.1), routed via FIB 
IP: s=155.1.0.1 (local), d=155.1.0.2 (Serial0/0.1), len 44, sending 
    TCP src=179, dst=51292, seq=1712691987, ack=3391098697, win=16384 ACK SYN 
 

Since R1 has a neighbor statement pointing back towards the address 155.1.0.2, 
a reply of ACK/SYN is sent, with the source port of 179 and the destination port 
matching what R2 asked for, 51292.  These two steps indicate that R2 is the 
client and R1 is the server. 

IP: tableid=0, s=155.1.0.2 (Serial0/0.1), d=155.1.0.1 (Serial0/0.1), routed via 
RIB 
IP: s=155.1.0.2 (Serial0/0.1), d=155.1.0.1 (Serial0/0.1), len 40, rcvd 3 
    TCP src=51292, dst=179, seq=3391098697, ack=1712691988, win=16384 ACK 
 

R2 replies with ACK, completing the 3-way TCP handshake, and opening the 
session for BGP attribute negotiation.  Only once necessary parameters are 
correctly negotiated, such as remote-as numbers, authentication, and address-
family support, with the BGP session actually be declared up. 

IP: tableid=0, s=155.1.0.2 (Serial0/0.1), d=155.1.0.1 (Serial0/0.1), routed via 
RIB 
IP: s=155.1.0.2 (Serial0/0.1), d=155.1.0.1 (Serial0/0.1), len 85, rcvd 3 
    TCP src=51292, dst=179, seq=3391098697, ack=1712691988, win=16384 ACK PSH 
<output omitted> 
%BGP-5-ADJCHANGE: neighbor 155.1.0.2 Up  
 

The details of the peering negotiation between R1 and R2, such as the router-id 
and timers, can be seen below.  The neighbor capability of “Address family IPv4 
Unicast: advertised and received” means that by default, they can exchange IPv4 
routes, but not other routes such as IPv6 Unicast or MPLS. 

Rack1R1(config-router)#do show ip bgp neighbor 155.1.0.2 
BGP neighbor is 155.1.0.2,  remote AS 100, internal link 
  BGP version 4, remote router ID 150.1.2.2 
  BGP state = Established, up for 00:00:26 
  Last read 00:00:26, last write 00:00:26, hold time is 180, keepalive interval 
is 60 seconds 
  Neighbor capabilities: 
    Route refresh: advertised and received(old & new) 
    Address family IPv4 Unicast: advertised and received 
  Message statistics: 
    InQ depth is 0 
    OutQ depth is 0 
                         Sent       Rcvd 
    Opens:                  1          1 
    Notifications:          0          0 
    Updates:                1          1 
    Keepalives:             3          3 
    Route Refresh:          0          0 
    Total:                  5          5 
  Default minimum time between advertisement runs is 0 seconds 
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 For address family: IPv4 Unicast 
  BGP table version 13, neighbor version 13/0 
 Output queue size : 0 
  Index 1, Offset 0, Mask 0x2 
  1 update-group member 
                                 Sent       Rcvd 
  Prefix activity:               ----       ---- 
    Prefixes Current:               1          1 (Consumes 52 bytes) 
    Prefixes Total:                 1          1 
    Implicit Withdraw:              1          0 
    Explicit Withdraw:              0          0 
    Used as bestpath:             n/a          1 
    Used as multipath:            n/a          0 
 
                                   Outbound    Inbound 
  Local Policy Denied Prefixes:    --------    ------- 
    Bestpath from this peer:              1        n/a 
    Bestpath from iBGP peer:              8        n/a 
    Total:                                9          0 
  Number of NLRIs in the update sent: max 1, min 1 
 

The IPv4 Unicast address family details above show that one prefix has been 
received from the neighbor, and one prefix has been advertised to the neighbor. 

  Connections established 1; dropped 0 
  Last reset never 
Connection state is ESTAB, I/O status: 1, unread input bytes: 0             
Connection is ECN Disabled, Mininum incoming TTL 0, Outgoing TTL 255 
Local host: 155.1.0.1, Local port: 179 
Foreign host: 155.1.0.2, Foreign port: 51292 
<output omitted> 
 

The TTL of the outbound session is set to 255, since this is an iBGP session.  
This means that the iBGP neighbors don’t have to be directly connected, as long 
as IGP reachability exists between them.  EBGP sessions have a TTL of 1 by 
default, which means that neighbors must be directly connected, unless further 
configuration is applied. 

Also note the “Local port: 179” and “Foreign port: 51292”.  These essentially 
mean the source and destination ports from R1’s perspective, which again 
enforces the notion that R1 is the server for this session, and R2 is the client. 

The following show ip bgp summary output shows a concise aggregation of 
all configured neighbors, with the important fields being the local AS, router-id, 
table size in both prefixes and memory, peer addresses, remote ASes, neighbor 
uptime, and number of routes learned. 
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Rack1R1#show ip bgp summary 
BGP router identifier 150.1.1.1, local AS number 100 
BGP table version is 11, main routing table version 11 
10 network entries using 1170 bytes of memory 
10 path entries using 520 bytes of memory 
3/2 BGP path/bestpath attribute entries using 372 bytes of memory 
0 BGP route-map cache entries using 0 bytes of memory 
0 BGP filter-list cache entries using 0 bytes of memory 
BGP using 2062 total bytes of memory 
BGP activity 10/0 prefixes, 10/0 paths, scan interval 60 secs 
 
Neighbor        V    AS MsgRcvd MsgSent   TblVer  InQ OutQ Up/Down State/PfxRcd 
155.1.0.2       4   100       7       7       11    0    0 00:03:46        1 
155.1.0.3       4   100       7       7       11    0    0 00:03:14        1 
155.1.0.4       4   100       7       7       11    0    0 00:03:13        1 
155.1.0.5       4   100       7       7       11    0    0 00:03:12        1 
155.1.58.8      4   100       5       6       11    0    0 00:02:41        1 
155.1.67.7      4   100       5       6       11    0    0 00:02:53        1 
155.1.79.9      4   100       5       6       11    0    0 00:02:39        1 
155.1.108.10    4   100       5       6       11    0    0 00:02:27        1 
155.1.146.6     4   100       7       7       11    0    0 00:03:11        1 
 

Note that for devices running multiple address-families, such as IPv4 unicast and 
MPLS VPN routing, show commands are expressed as show bgp [AFI] 
[SAFI] [args], such as the show bgp ipv4 unicast summary seen 
below.  Although the output is the same as the above show ip bgp summary, 
it can quickly become confusing what output you are viewing in larger scale BGP 
deployments without this logical separation. 

Rack1R1#show bgp ipv4 unicast summary 
BGP router identifier 150.1.1.1, local AS number 100 
BGP table version is 13, main routing table version 13 
10 network entries using 1170 bytes of memory 
10 path entries using 520 bytes of memory 
3/2 BGP path/bestpath attribute entries using 372 bytes of memory 
0 BGP route-map cache entries using 0 bytes of memory 
0 BGP filter-list cache entries using 0 bytes of memory 
BGP using 2062 total bytes of memory 
BGP activity 11/1 prefixes, 11/1 paths, scan interval 60 secs 
 
Neighbor        V    AS MsgRcvd MsgSent   TblVer  InQ OutQ Up/Down  
State/PfxRcd 
155.1.0.2       4   100      38      38       13    0    0 00:33:36        1 
155.1.0.3       4   100      43      43       13    0    0 00:39:50        1 
155.1.0.4       4   100      43      43       13    0    0 00:39:49        1 
155.1.0.5       4   100      43      43       13    0    0 00:39:48        1 
155.1.58.8      4   100      42      43       13    0    0 00:39:17        1 
155.1.67.7      4   100      41      43       13    0    0 00:39:29        1 
155.1.79.9      4   100      42      43       13    0    0 00:39:15        1 
155.1.108.10    4   100      42      43       13    0    0 00:39:03        1 
155.1.146.6     4   100      43      43       13    0    0 00:39:47        1 
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Once the peering relationships are established, the actual BGP prefixes learned 
can be viewed with show ip bgp, or show bgp ipv4 unicast.  This output 
is crucial to completely understand, especially when multiple paths to the same 
destination exist. 

Rack1R1#show ip bgp 
BGP table version is 11, local router ID is 150.1.1.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal, 
              r RIB-failure, S Stale 
Origin codes: i - IGP, e - EGP, ? - incomplete 
 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 150.1.1.0/24     0.0.0.0                  0         32768 i 
*>i150.1.2.0/24     155.1.0.2                0    100      0 i 
*>i150.1.3.0/24     155.1.0.3                0    100      0 i 
*>i150.1.4.0/24     155.1.0.4                0    100      0 i 
*>i150.1.5.0/24     155.1.0.5                0    100      0 i 
*>i150.1.6.0/24     155.1.146.6              0    100      0 i 
*>i150.1.7.0/24     155.1.67.7               0    100      0 i 
*>i150.1.8.0/24     155.1.58.8               0    100      0 i 
*>i150.1.9.0/24     155.1.79.9               0    100      0 i 
*>i150.1.10.0/24    155.1.108.10             0    100      0 i 
 
Rack1R1#show ip route bgp 
     150.1.0.0/24 is subnetted, 10 subnets 
B       150.1.7.0 [200/0] via 155.1.67.7, 00:01:45 
B       150.1.6.0 [200/0] via 155.1.146.6, 00:01:48 
B       150.1.5.0 [200/0] via 155.1.0.5, 00:01:46 
B       150.1.4.0 [200/0] via 155.1.0.4, 00:01:46 
B       150.1.3.0 [200/0] via 155.1.0.3, 00:01:46 
B       150.1.2.0 [200/0] via 155.1.0.2, 00:01:52 
B       150.1.10.0 [200/0] via 155.1.108.10, 00:01:46 
B       150.1.9.0 [200/0] via 155.1.79.9, 00:01:46 
B       150.1.8.0 [200/0] via 155.1.58.8, 00:01:49 
 

One of the most important fields in the above outputs is the next-hop value.  Note 
that this field is set to the peering address for the neighbor the route is learned 
from.  For example the prefix 150.1.7.0/24 is via the next-hop 155.1.67.7.  To 
reach this prefix, a recursive lookup must now be performed on the next-hop until 
an outgoing interface is found. 
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Rack1R1#show ip route 150.1.7.0 
Routing entry for 150.1.7.0/24 
  Known via "bgp 100", distance 200, metric 0, type internal 
  Last update from 155.1.67.7 00:45:44 ago 
  Routing Descriptor Blocks: 
  * 155.1.67.7, from 155.1.67.7, 00:45:44 ago 
      Route metric is 0, traffic share count is 1 
      AS Hops 0 
 
Rack1R1#show ip route 155.1.67.7 
Routing entry for 155.1.67.0/24 
  Known via "eigrp 100", distance 90, metric 30720, type internal 
  Redistributing via eigrp 100 
  Last update from 155.1.146.6 on FastEthernet0/0, 00:53:08 ago 
  Routing Descriptor Blocks: 
  * 155.1.146.6, from 155.1.146.6, 00:53:08 ago, via FastEthernet0/0 
      Route metric is 30720, traffic share count is 1 
      Total delay is 200 microseconds, minimum bandwidth is 100000 Kbit 
      Reliability 255/255, minimum MTU 1500 bytes 
      Loading 1/255, Hops 1 
 
Rack1R1#show ip route 155.1.146.6 
Routing entry for 155.1.146.0/24 
  Known via "connected", distance 0, metric 0 (connected, via interface) 
  Redistributing via eigrp 100 
  Routing Descriptor Blocks: 
  * directly connected, via FastEthernet0/0 
      Route metric is 0, traffic share count is 1 
 

In the above case recursion towards 150.1.7.0/24 continues until the outgoing 
interface FastEthernet0/0 is found.  Note that unless route-recursion towards the 
next-hop of a BGP prefix is successful, the route cannot be considered for best 
path selection, which also implies it cannot be installed in the IP routing table or 
advertised to any other BGP peer.  This issue will be explored in detail in the 
coming tasks. 

Also note that in this task, a full-mesh of iBGP peerings is established.  This is 
due to the design requirement than an iBGP learned route cannot be advertised 
to another iBGP neighbor, unless exceptions such as route-reflection or 
confederation are implemented.  The result seen is that the only routes 
advertised to the other BGP peers are the local Loopback0 interfaces, but not 
any of the routes learned from the other neighbors.  This also implies that in this 
design, if any individual peering breaks, connectivity between those peers also 
breaks. 

Rack1R1#show ip bgp neighbors 155.1.0.2 advertised-routes  
BGP table version is 13, local router ID is 150.1.1.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal, 
              r RIB-failure, S Stale 
Origin codes: i - IGP, e - EGP, ? - incomplete 
 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 150.1.1.0/24     0.0.0.0                  0         32768 i 
 
Total number of prefixes 1 
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7.2 Establishing EBGP Peerings 
• BB1 and BB3 are in AS 54. 
• Configure EBGP peerings between R4 & BB3 and R6 & BB1 using their 

directly connected links. 
• Advertise the external links between R4 & BB3 and R6 & BB1 into IGP.   
• Ensure full reachability to all prefixes learned from AS 54 from all internal 

devices when sourcing traffic from the Loopback0 interfaces. 
 

Configuration 
R4: 
router eigrp 100 
 passive-interface FastEthernet0/0 
 network 204.12.1.0 
! 
router bgp 100 
 neighbor 204.12.1.254 remote-as 54 
 
R6: 
router eigrp 100 
 passive-interface Serial0/0 
 network 54.0.0.0 
! 
router bgp 100 
 neighbor 54.1.1.254 remote-as 54 
 
Verification 

 Note 

Configuration-wise, the only difference between an iBGP peering and an EBGP 
peering is that with an EBGP peering, the remote-as is different than the local-as.  
In practice however, many important attributes differ between the two.  As seen 
in the following output, R4 knows that the peering occurs on a directly connected 
external link, and that the TTL should be 1 instead of 255.  This implies that the 
neighbors must be directly connected for peering to be established, otherwise the 
TTL would exceed in transit and the TCP frames would be dropped. 
 

Rack1R4#show ip bgp neighbors 204.12.1.254 
BGP neighbor is 204.12.1.254,  remote AS 54, external link 
  BGP version 4, remote router ID 31.3.0.1 
  BGP state = Established, up for 00:02:04 
<output omitted> 
 
Connection is ECN Disabled, Mininum incoming TTL 0, Outgoing TTL 1 
Local host: 204.12.1.4, Local port: 179 
Foreign host: 204.12.1.254, Foreign port: 31806 
<output omitted> 
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Since both BB1 and BB3 are in AS 54, the same view should be coming in from 
both peers.  In the below output R4 sees 10 prefixes learned from BB3, and 11 
prefixes learned from R6 (R6’s Loopback0 plus the ten AS 54 routes). 

Rack1R4#show ip bgp summary 
BGP router identifier 150.1.4.4, local AS number 100 
BGP table version is 31, main routing table version 31 
20 network entries using 2340 bytes of memory 
30 path entries using 1560 bytes of memory 
9/6 BGP path/bestpath attribute entries using 1116 bytes of memory 
2 BGP AS-PATH entries using 48 bytes of memory 
1 BGP community entries using 24 bytes of memory 
0 BGP route-map cache entries using 0 bytes of memory 
0 BGP filter-list cache entries using 0 bytes of memory 
BGP using 5088 total bytes of memory 
BGP activity 20/0 prefixes, 30/0 paths, scan interval 60 secs 
 
Neighbor        V    AS MsgRcvd MsgSent   TblVer  InQ OutQ Up/Down  
State/PfxRcd 
155.1.0.1       4   100      67      71       31    0    0 01:03:50        1 
155.1.0.2       4   100      67      71       31    0    0 01:04:00        1 
155.1.0.3       4   100      67      71       31    0    0 01:03:48        1 
155.1.0.5       4   100      67      71       31    0    0 01:03:36        1 
155.1.58.8      4   100      65      71       31    0    0 01:03:34        1 
155.1.67.7      4   100      65      71       31    0    0 01:03:43        1 
155.1.79.9      4   100      65      71       31    0    0 01:03:26        1 
155.1.108.10    4   100      65      71       31    0    0 01:03:06        1 
155.1.146.6     4   100      71      71       31    0    0 01:03:35       11 
204.12.1.254    4    54       9       9       31    0    0 00:00:10       10 
 

Since duplicate routing information is learned, the BGP Bestpath Selection 
process must be run to choose one path over the other.  The path that is active, 
known as the “best” path, can be seen from the greater-than sign (>) in the left 
column of the show ip bgp output. 

Rack1R1#show ip bgp 
BGP table version is 33, local router ID is 150.1.1.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal, 
              r RIB-failure, S Stale 
Origin codes: i - IGP, e - EGP, ? - incomplete 
 
   Network          Next Hop            Metric LocPrf Weight Path 
*>i28.119.16.0/24   204.12.1.254             0    100      0 54 i 
* i                 54.1.1.254               0    100      0 54 i 
*>i28.119.17.0/24   204.12.1.254             0    100      0 54 i 
* i                 54.1.1.254               0    100      0 54 i 
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
* i                 54.1.1.254               0    100      0 54 50 60 i 
*>i113.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
* i                 54.1.1.254               0    100      0 54 50 60 i 
*>i114.0.0.0        204.12.1.254             0    100      0 54 i 
* i                 54.1.1.254               0    100      0 54 i 
*>i115.0.0.0        204.12.1.254             0    100      0 54 i 
* i                 54.1.1.254               0    100      0 54 i 
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The best path is the only route that is installed in the routing table, and the only 
route that is advertised to other BGP neighbors.  From the above output of R1 we 
can see that the best path for all AS 54 routes is via 204.12.1.254.  Why this 
selection occurs can be seen from the detailed output below. 

Rack1R1#show ip bgp 112.0.0.0 255.0.0.0     
BGP routing table entry for 112.0.0.0/8, version 29 
Paths: (2 available, best #1, table Default-IP-Routing-Table) 
  Not advertised to any peer 
  54 50 60 
    204.12.1.254 (metric 30720) from 155.1.0.4 (150.1.4.4) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
  54 50 60 
    54.1.1.254 (metric 2172416) from 155.1.146.6 (150.1.6.6) 
      Origin IGP, metric 0, localpref 100, valid, internal 
 

Note the disconnect between the next-hop value and the neighbor that the prefix 
is learned from.  The first highlighted value, 204.12.1.254, is the next-hop that R1 
needs to be able to perform route-recursion towards in order to use the route.  
The next value, 155.1.0.4, is the peer address R1 uses to reach R4.  The final 
address, 150.1.4.4, is the BGP router-id of R4.  In this case the route through R4 
is chosen over R6’s route due to the lower metric of 30720 towards the next-hop 
204.12.1.254, as opposed to the metric 2172416 towards 54.1.1.254.  Bestpath 
selection will be discussed in detail in further tasks. 

When R1 does its final lookup on 112.0.0.0/8, recursion continues towards the 
next-hop 204.12.1.254, resulting in the outgoing interface of FastEthernet0/0 
towards 155.1.146.4. 

Rack1R1#show ip route 112.0.0.0  
Routing entry for 112.0.0.0/8 
  Known via "bgp 100", distance 200, metric 0 
  Tag 54, type internal 
  Last update from 204.12.1.254 00:25:29 ago 
  Routing Descriptor Blocks: 
  * 204.12.1.254, from 155.1.0.4, 00:25:29 ago 
      Route metric is 0, traffic share count is 1 
      AS Hops 3 
      Route tag 54 
 
Rack1R1#show ip route 204.12.1.254 
Routing entry for 204.12.1.0/24 
  Known via "eigrp 100", distance 90, metric 30720, type internal 
  Redistributing via eigrp 100 
  Last update from 155.1.146.4 on FastEthernet0/0, 00:29:16 ago 
  Routing Descriptor Blocks: 
  * 155.1.146.4, from 155.1.146.4, 00:29:16 ago, via FastEthernet0/0 
      Route metric is 30720, traffic share count is 1 
      Total delay is 200 microseconds, minimum bandwidth is 100000 Kbit 
      Reliability 255/255, minimum MTU 1500 bytes 
      Loading 1/255, Hops 1 
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Rack1R1#show ip route 155.1.146.4 
Routing entry for 155.1.146.0/24 
  Known via "connected", distance 0, metric 0 (connected, via interface) 
  Redistributing via eigrp 100 
  Routing Descriptor Blocks: 
  * directly connected, via FastEthernet0/0 
      Route metric is 0, traffic share count is 1 
 
Rack1R1#traceroute 112.0.0.1 source Loopback 0 
 
Type escape sequence to abort. 
Tracing the route to 112.0.0.1 
 
  1 155.1.146.4 36 msec 36 msec 36 msec 
  2 204.12.1.254 36 msec 37 msec 40 msec 
  3 172.16.4.1 24 msec *  16 msec 
 

 Pitfall 

Note that R4 and R6 did not update the next-hop values when advertising an 
EBGP learned route to their iBGP peers.  In the case that the iBGP peers do not 
have a route to the next-hop value in the prefix, bestpath selection fails and the 
route cannot be used.  Fixes for this problem will be explored in depth in further 
tasks. 
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7.3 BGP Update Source Modification 
• Advertise the Loopback0 interfaces of R4 and R5 into IGP. 
• Modify the BGP peering between these devices so that if either the Frame 

Relay or Point-to-Point Serial link between them goes down, the BGP 
peering is not affected. 
 

Configuration 
R4: 
router eigrp 100 
 network 150.1.0.0 
! 
router bgp 100 
 neighbor 150.1.5.5 remote-as 100 
 neighbor 150.1.5.5 update-source Loopback0 
 
R5: 
router eigrp 100 
 network 150.1.0.0 
! 
router bgp 100 
 neighbor 150.1.4.4 remote-as 100 
 neighbor 150.1.4.4 update-source Loopback0 
 
Verification 

 Note 

Since BGP peerings use TCP for transport, it is not a requirement that neighbors 
be directly connected.  When neighbors are not directly connected, the choice of 
IP addresses used in peering can greatly affect the redundancy design of a BGP 
network.  In the previous case, the peering between R4 and R5 was configured 
using their connected Frame Relay interface IP addresses.  This implies that if 
the Frame Relay link were to go down, the BGP peering would also go down, 
even if alternate routes still existed between the devices.  To fix this redundancy 
issue, the update-source for a BGP peering session can be changed on a per-
neighbor basis. 
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Normally the IP source address used in a BGP packet is the IP address of the 
outgoing interface in the routing table.  For example before the above 
modifications, R5 used the address 155.1.0.4 to reach R4 in the BGP peering. 

Rack1R5#show ip route 155.1.0.4                                
Routing entry for 155.1.0.0/24 
  Known via "connected", distance 0, metric 0 (connected, via interface) 
  Redistributing via eigrp 100 
  Routing Descriptor Blocks: 
  * directly connected, via Serial0/0 
      Route metric is 0, traffic share count is 1 
 
Rack1R5#show ip interface brief | include Serial0/0            
Serial0/0                  155.1.0.5       YES manual up                    up   
 

Based on the fact that R5 routes out Serial0/0 to reach 155.1.0.4, it means that 
the source address in the IP packet is 155.1.0.5.  Observe what occurs with the 
BGP session when this interface is down. 

Rack1R5#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R5(config)#interface Serial0/0 
Rack1R5(config-if)#shutdown 
%LINK-5-CHANGED: Interface Serial0/0, changed state to administratively down 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/0, changed state to 
down 
Rack1R5(config-if)#end 
%SYS-5-CONFIG_I: Configured from console by console 
Rack1R5#show ip route 155.1.0.4 
% Subnet not in table 
BGP: 155.1.0.4 reset due to BGP Notification sent 
%BGP-5-ADJCHANGE: neighbor 155.1.0.4 Down BGP Notification sent 
 

With no route to 155.1.0.4, the BGP session is lost, even though the point-to-
point link could have been used for rerouting.  Now let’s change the neighbor 
statement on R5 from 155.1.0.4 to 150.1.4.4, but not change the update-
source yet. 
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Rack1R5#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R5(config)#access-list 100 permit tcp any host 150.1.4.4 
Rack1R5(config)#access-list 100 permit tcp host 150.1.4.4 any 
Rack1R5(config)#router bgp 100 
Rack1R5(config-router)#no neighbor 155.1.0.4 
%BGP-5-ADJCHANGE: neighbor 155.1.0.4 Down Neighbor deleted 
Rack1R5(config-router)#neighbor 150.1.4.4 remote-as 100 
Rack1R5(config-router)#end 
Rack1R5# 
Rack1R5#debug ip packet detail 100 
IP packet debugging is on (detailed) for access list 100 
Rack1R5#debug ip bgp 
BGP debugging is on for address family: IPv4 Unicast 
BGP: 150.1.4.4 open active, local address 155.1.45.5 
IP: tableid=0, s=155.1.45.5 (local), d=150.1.4.4 (Serial0/1), routed via FIB 
IP: s=155.1.45.5 (local), d=150.1.4.4 (Serial0/1), len 44, sending 
    TCP src=21397, dst=179, seq=2795126014, ack=0, win=16384 SYN 
IP: tableid=0, s=150.1.4.4 (Serial0/1), d=155.1.45.5 (Serial0/1), routed via 
RIB 
IP: s=150.1.4.4 (Serial0/1), d=155.1.45.5 (Serial0/1), len 40, rcvd 3 
    TCP src=179, dst=21397, seq=0, ack=2795126015, win=0 ACK RST 
BGP: 150.1.4.4 open failed: Connection refused by remote host, open active 
delayed 34040ms (35000ms max, 28% jitter) 
 

In the above output, only the peering statement on R5 has been updated towards 
R4’s Loopback0 network.  Based on the debug we can see that the session 
attempts establishment, but R4 replies with ACK RST, refusing and closing the 
session.  The reason why is that R5’s route to 150.1.4.4 is out the Point-to-Point 
Serial link, causing the source IP address to be 155.1.45.5.  However, R4 has its 
neighbor statement pointing at 155.1.0.5, not 155.1.45.5, so the connection is 
refused. 

The key point to remember here is that the TCP server of the BGP session must 
approve where the session is coming from.  If the SYN packet arrives from an 
address that is not in a neighbor statement, the connection is refused.  To 
remedy this, both neighbors are modified with the new peering source and 
destination addresses. 

Rack1R4#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R4(config)#router bgp 100 
Rack1R4(config-router)#no neighbor 155.1.0.5 
Rack1R4(config-router)#neighbor 150.1.5.5 remote-as 100 
Rack1R4(config-router)#neighbor 150.1.5.5 update-source Loopback0 
Rack1R4(config-router)#end 
Rack1R4# 
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Rack1R5#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R5(config)#router bgp 100 
Rack1R5(config-router)#neighbor 150.1.4.4 update-source Loopback0 
Rack1R5(config-router)#end 
Rack1R5# 
Rack1R5#debug ip packet detail 100 
IP packet debugging is on (detailed) for access list 100 
IP: tableid=0, s=150.1.4.4 (Serial0/1), d=150.1.5.5 (Loopback0), routed via RIB 
IP: s=150.1.4.4 (Serial0/1), d=150.1.5.5, len 44, rcvd 4 
    TCP src=33926, dst=179, seq=1620549161, ack=0, win=16384 SYN 
 

Now R4 sends a SYN to 150.1.5.5 (R5’s Loopback0), sourced from 150.1.4.4 
(R4’s Loopback0). Since R5 already has a neighbor statement for 150.1.4.4, 
SYN ACK is returned and the session opens. 

IP: tableid=0, s=150.1.5.5 (local), d=150.1.4.4 (Serial0/0), routed via FIB 
IP: s=150.1.5.5 (local), d=150.1.4.4 (Serial0/0), len 44, sending 
    TCP src=179, dst=33926, seq=676456389, ack=1620549162, win=16384 ACK SYN 
IP: tableid=0, s=150.1.4.4 (Serial0/1), d=150.1.5.5 (Loopback0), routed via RIB 
IP: s=150.1.4.4 (Serial0/1), d=150.1.5.5, len 40, rcvd 4 
    TCP src=33926, dst=179, seq=1620549162, ack=676456390, win=16384 ACK 
IP: tableid=0, s=150.1.4.4 (Serial0/1), d=150.1.5.5 (Loopback0), routed via RIB 
IP: s=150.1.4.4 (Serial0/1), d=150.1.5.5, len 85, rcvd 4 
    TCP src=33926, dst=179, seq=1620549162, ack=676456390, win=16384 ACK PSH 
<output omitted> 
%BGP-5-ADJCHANGE: neighbor 150.1.4.4 Up 
 

Now if one of the links between the neighbors goes down, the peering is simply 
rerouted based on the convergence of IGP. 

Rack1R5#show ip route 150.1.4.4 
Routing entry for 150.1.4.0/24 
  Known via "eigrp 100", distance 90, metric 2297856, type internal 
  Redistributing via eigrp 100 
  Last update from 155.1.45.4 on Serial0/1, 01:48:03 ago 
  Routing Descriptor Blocks: 
  * 155.1.45.4, from 155.1.45.4, 01:48:03 ago, via Serial0/1 
      Route metric is 2297856, traffic share count is 1 
      Total delay is 25000 microseconds, minimum bandwidth is 1544 Kbit 
      Reliability 255/255, minimum MTU 1500 bytes 
      Loading 1/255, Hops 1 
    155.1.0.4, from 155.1.0.4, 01:48:03 ago, via Serial0/0 
      Route metric is 2297856, traffic share count is 1 
      Total delay is 25000 microseconds, minimum bandwidth is 1544 Kbit 
      Reliability 255/255, minimum MTU 1500 bytes 
      Loading 1/255, Hops 1 
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Rack1R5#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R5(config)#interface Serial0/1 
Rack1R5(config-if)#shutdown 
Rack1R5(config-if)#end 
Rack1R5# 
%DUAL-5-NBRCHANGE: IP-EIGRP(0) 100: Neighbor 155.1.45.4 (Serial0/1) is down: 
interface down 
%SYS-5-CONFIG_I: Configured from console by console 
%LINK-5-CHANGED: Interface Serial0/1, changed state to administratively down 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/1, changed state to 
down 
Rack1R5#show ip route 150.1.4.4 
Routing entry for 150.1.4.0/24 
  Known via "eigrp 100", distance 90, metric 2297856, type internal 
  Redistributing via eigrp 100 
  Last update from 155.1.0.4 on Serial0/0, 00:00:06 ago 
  Routing Descriptor Blocks: 
  * 155.1.0.4, from 155.1.0.4, 00:00:06 ago, via Serial0/0 
      Route metric is 2297856, traffic share count is 1 
      Total delay is 25000 microseconds, minimum bandwidth is 1544 Kbit 
      Reliability 255/255, minimum MTU 1500 bytes 
      Loading 1/255, Hops 1 
 

Note that technically, only one neighbor needs to add the update-source 
command, as long as both agree on the destination of the peering.  If R4 sets the 
update source to Loopback0, but R5 does not, this will ensure that R4 is always 
the TCP client, and R5 is always the TCP server.  In most designs the update 
sources are both modified for clarity. 
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7.4 Multihop EBGP Peerings 
• Create a new Loopback1 interface on SW4 with the IP address 

204.12.X.10/32, and advertise it into IGP. 
• Configure an EBGP peering between SW4 and BB3 using this new 

interface as the source of the peering. 
 

Configuration 
SW4: 
interface Loopback1 
 ip address 204.12.1.10 255.255.255.255 
! 
router eigrp 100 
 network 204.12.1.10 0.0.0.0 
! 
router bgp 100 
 neighbor 204.12.1.254 remote-as 54 
 neighbor 204.12.1.254 ebgp-multihop 255 
 
Verification 

 Note 

As seen in previous output, the default TTL for EBGP peers is 1.  This means 
that non-directly connected EBGP peers cannot be established, since the TTL 
will expire in transit.  By issuing the ebgp-multihop [ttl] command, the TTL 
can be increased to support this type of design. 
 

Rack1SW4#show ip bgp summary | include 204.12.1.254 
204.12.1.254    4    54      19      17       74    0    0 00:09:36       10 
 
Rack1SW4#show ip bgp neighbors 204.12.1.254 
BGP neighbor is 204.12.1.254,  remote AS 54, external link 
  BGP version 4, remote router ID 31.3.0.1 
  BGP state = Established, up for 00:01:23 
  Last read 00:00:22, last write 00:00:51, hold time is 180, keepalive interval 
is 60 seconds 
<output omitted> 
  External BGP neighbor may be up to 255 hops away. 
  Transport(tcp) path-mtu-discovery is enabled 
Connection state is ESTAB, I/O status: 1, unread input bytes: 0 
Mininum incoming TTL 0, Outgoing TTL 255 
Local host: 204.12.1.10, Local port: 179 
Foreign host: 204.12.1.254, Foreign port: 32536 
<output omitted> 
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7.5 Neighbor Disable-Connected-Check 
• Remove the all previous BGP configurations. 
• Configure R1 & R4 in AS 100, and R5 in AS 200. 
• Configure an iBGP peering between R1 and R4. 
• Configure an EBGP peering between R4 and BB3, which is in AS 54. 
• Configure an EBGP peering between R1 and R5. 
• Configure an EBGP peering between R4 and R5 in such a way that the 

peering remains up as long as R4 has a connection to either the Frame 
Relay network or the Point-to-Point link to R5, but is torn down if both of 
these links are down. 
 

Configuration 
R1: 
router bgp 100 
 neighbor 155.1.0.5 remote-as 200 
 neighbor 155.1.146.4 remote-as 100 
 
R4: 
router bgp 100 
 neighbor 150.1.5.5 remote-as 200 
 neighbor 150.1.5.5 disable-connected-check 
 neighbor 150.1.5.5 update-source Loopback0 
 neighbor 155.1.146.1 remote-as 100 
 neighbor 204.12.1.254 remote-as 54 
 
R5: 
router bgp 200 
 neighbor 150.1.4.4 remote-as 100 
 neighbor 150.1.4.4 disable-connected-check 
 neighbor 150.1.4.4 update-source Loopback0 
 neighbor 155.1.0.1 remote-as 100 
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Verification 

 Note 

Recall that with default EBGP sessions, a TTL of one prevents non-directly 
connected neighbors from forming.  Additionally, IOS prevents the initiation of 
non-directly connected EBGP sessions when the TTL is one (i.e. multihop is not 
configured), because it assumes that the TTL will expire in transit. 

As previously seen, one way of resolving this problem is to simply increase the 
TTL between the peers.  In designs where the peers are connected, but the 
peering address is a Loopback instead of the connected interface between them, 
the disable-connected-check neighbor option may also be used. 

Although similar in result to increasing the EBGP TTL, the difference between 
these features is that the disable-connected-check prevents cases where 
the EBGP session between two devices is routed over another transit router. 

For example, in this case, R4 and R5 peer with each others Loopback0 
interfaces, but do not increase the TTL. 
   

Rack1R4#show ip bgp neighbor 150.1.5.5 | include TTL 
Connection is ECN Disabled, Mininum incoming TTL 0, Outgoing TTL 1 
 
Rack1R4#show ip bgp summary 
BGP router identifier 150.1.4.4, local AS number 100 
BGP table version is 1, main routing table version 1 
 
Neighbor        V    AS MsgRcvd MsgSent   TblVer  InQ OutQ Up/Down  
State/PfxRcd 
150.1.5.5       4   200       4       4        1    0    0 00:00:11        0 
 

Since the router doesn’t decrement the TTL to a packet destined to itself, it 
technically only counts as one hop from R4 to R5’s Loopback.  Now let’s see 
what happens when R4’s direct links to R5 are down, but a route still remains to 
R5’s Loopback0. 
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Rack1R4#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R4(config)#interface Serial0/0 
Rack1R4(config-if)#shutdown 
Rack1R4(config-if)#interface Serial0/1 
Rack1R4(config-if)#shutdown            
%DUAL-5-NBRCHANGE: IP-EIGRP(0) 100: Neighbor 155.1.0.5 (Serial0/0.1) is down: 
interface down 
%LINK-5-CHANGED: Interface Serial0/0, changed state to administratively down 
%DUAL-5-NBRCHANGE: IP-EIGRP(0) 100: Neighbor 155.1.45.5 (Serial0/1) is down: 
interface down 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/0, changed state to 
down 
Rack1R4(config-if)#end 
Rack1R4# 
%BGP-5-ADJCHANGE: neighbor 150.1.5.5 Down BGP Notification sent 
%BGP-3-NOTIFICATION: sent to neighbor 150.1.5.5 4/0 (hold time expired) 0 bytes  
 
Rack1R4#show ip route 150.1.5.5 
Routing entry for 150.1.5.0/24 
  Known via "eigrp 100", distance 90, metric 2300416, type internal 
  Redistributing via eigrp 100 
  Last update from 155.1.146.1 on FastEthernet0/1, 00:25:39 ago 
  Routing Descriptor Blocks: 
  * 155.1.146.1, from 155.1.146.1, 00:25:39 ago, via FastEthernet0/1 
      Route metric is 2300416, traffic share count is 1 
      Total delay is 25100 microseconds, minimum bandwidth is 1544 Kbit 
      Reliability 255/255, minimum MTU 1500 bytes 
      Loading 1/255, Hops 2 
 

Even though a route remains between R4 and R5’s Loopback0 networks, the 
BGP peering is declared down.  The reason why can be seen from the BGP and 
ICMP debugs below. 

Rack1R4#debug ip bgp 
BGP debugging is on for address family: IPv4 Unicast 
Rack1R4#debug ip icmp 
ICMP packet debugging is on 
ICMP: time exceeded rcvd from 155.1.146.1 
ICMP: time exceeded rcvd from 155.1.146.1 
ICMP: time exceeded rcvd from 155.1.146.1 
BGP: 150.1.5.5 open failed: Connection timed out; remote host not responding, 
open active delayed 31249ms (35000ms max, 28% jitter) 
 

Since the TTL of the EBGP packet is one, time exceeds as the packet transits 
through R1.  Note that R4 and R5 continue to attempt setup of the BGP peering 
since the connected check is disabled.  This design can be desirable in cases 
where you do not want to reroute the BGP session around network failures.  Now 
let’s see the difference if we had changed the TTL to support the multihop 
peering. 
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Rack1R4#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R4(config)#interface serial0/0 
Rack1R4(config-if)#no shutdown 
Rack1R4(config-if)#interface serial0/1 
Rack1R4(config-if)#no shutdown         
%LINK-3-UPDOWN: Interface Serial0/0, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/0, changed state to up 
%LINK-3-UPDOWN: Interface Serial0/1, changed state to up 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/1, changed state to up 
%DUAL-5-NBRCHANGE: IP-EIGRP(0) 100: Neighbor 155.1.0.5 (Serial0/0.1) is up: new 
adjacency 
%DUAL-5-NBRCHANGE: IP-EIGRP(0) 100: Neighbor 155.1.45.5 (Serial0/1) is up: new 
adjacency 
Rack1R4(config-if)#router bgp 100 
Rack1R4(config-router)#no neighbor 150.1.5.5 disable-connected-check  
Rack1R4(config-router)#neighbor 150.1.5.5 ebgp-multihop 
Rack1R4(config-router)#end 
 
Rack1R5#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R5(config)#router bgp 200 
Rack1R5(config-router)#no neighbor 150.1.4.4 disable-connected-check  
Rack1R5(config-router)#neighbor 150.1.4.4 ebgp-multihop  
Rack1R5(config-router)#end 
Rack1R5# 
 

R4’s links to R5 are brought back up, and the disable-connected-check 
command is replaced with the ebgp-multihop [255] command.  The BGP peering 
comes up, and when R4’s connected links to R5 are brought down again, the 
BGP peering continues to stay up. 

Rack1R4# 
%BGP-5-ADJCHANGE: neighbor 150.1.5.5 Up  
Rack1R4#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R4(config)#interface Serial0/0 
Rack1R4(config-if)#shutdown 
Rack1R4(config-if)#interface Serial0/1 
Rack1R4(config-if)#shutdown            
Rack1R4(config-if)#end 
%LINK-5-CHANGED: Interface Serial0/0, changed state to administratively down 
%DUAL-5-NBRCHANGE: IP-EIGRP(0) 100: Neighbor 155.1.45.5 (Serial0/1) is down: 
interface down 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/0, changed state to 
down 
%SYS-5-CONFIG_I: Configured from console by console 
%LINK-5-CHANGED: Interface Serial0/1, changed state to administratively down 
%LINEPROTO-5-UPDOWN: Line protocol on Interface Serial0/1, changed state to 
down 
Rack1R4(config-if)#end 
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The final result is that although R5 only has one path to reach AS 54, which is via 
the Frame Relay circuit to R1, there is redundant routing information in the BGP 
table, as seen below.  

Rack1R5#show ip bgp 
BGP table version is 21, local router ID is 150.1.5.5 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal, 
              r RIB-failure, S Stale 
Origin codes: i - IGP, e - EGP, ? - incomplete 
 
   Network          Next Hop            Metric LocPrf Weight Path 
*  28.119.16.0/24   150.1.4.4                              0 100 54 i 
*>                  155.1.0.1                              0 100 54 i 
*  28.119.17.0/24   150.1.4.4                              0 100 54 i 
*>                  155.1.0.1                              0 100 54 i 
*  112.0.0.0        150.1.4.4                              0 100 54 50 60 i 
*>                  155.1.0.1                              0 100 54 50 60 i 
*  113.0.0.0        150.1.4.4                              0 100 54 50 60 i 
*>                  155.1.0.1                              0 100 54 50 60 i 
*  114.0.0.0        150.1.4.4                              0 100 54 i 
*>                  155.1.0.1                              0 100 54 i 
*  115.0.0.0        150.1.4.4                              0 100 54 i 
*>                  155.1.0.1                              0 100 54 i 
*  116.0.0.0        150.1.4.4                              0 100 54 i 
*>                  155.1.0.1                              0 100 54 i 
*  117.0.0.0        150.1.4.4                              0 100 54 i 
*>                  155.1.0.1                              0 100 54 i 
*  118.0.0.0        150.1.4.4                              0 100 54 i 
<output omitted> 
 

Considering that the public Internet BGP table can grow to millions of paths to 
hundreds of thousands of prefixes, each separate view that the router has to 
maintain can require an extremely large amount of memory and CPU resources. 

Therefore in this particular design, choosing to disable the connected check 
versus enabling a multihop peering can save resources on R5 while a failure 
scenario is in affect. 
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7.6 Authenticating BGP Peerings 
• Remove the previous BGP configuration on R2. 
• Configure R2 in BGP AS 200, and configure an EBGP peering with BB2. 
• BB2 is in AS 254. 
• Authenticate this peering with the password "CISCO". 

 
Configuration 
R2: 
router bgp 200 
 neighbor 192.10.1.254 remote-as 254 
 neighbor 192.10.1.254 password CISCO 
 
Verification 

 Note 

BGP authentication is implemented through TCP Option 19, the MD5 hash.  
Configuration is very straightforward, and requires only the additional neighbor 
statement with the password option.  If BGP peering occurs, authentication is 
successful. 
 

Rack1R2#show ip bgp neighbors 192.10.1.254 | include state|Flags 
  BGP state = Established, up for 00:01:19 
Connection state is ESTAB, I/O status: 1, unread input bytes: 0             
Flags: active open, nagle, md5 
 

Authentication failure results in a log message, and failure of the peering to 
establish. 

Rack1R2#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R2(config)#router bgp 200 
Rack1R2(config-router)#neighbor 192.10.1.254 password WRONG 
Rack1R2(config-router)#end 
Rack1R2# 
%SYS-5-CONFIG_I: Configured from console by console 
Rack1R2#clear ip bgp * 
%BGP-5-ADJCHANGE: neighbor 192.10.1.254 Down User reset 
%TCP-6-BADAUTH: Invalid MD5 digest from 192.10.1.254(179) to 192.10.1.2(19205) 
Rack1R2# 
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7.7 iBGP Route Reflection 
• Remove the previous BGP configuration on all devices. 
• Remove the advertisement of R4 and R5’s Loopback0 networks into IGP. 
• Configure BGP on all internal devices using AS 100. 
• Configure iBGP peerings from R1 to all other devices in the internal 

network. 
• Configure EBGP peerings between R4 & BB3 and R6 & BB1 using their 

directly connected links; BB1 and BB3 are in AS 54. 
• Advertise the Loopback0 interfaces of these devices into BGP. 
• Ensure full reachability to these Loopback0 interfaces from all internal 

devices, and to all prefixes learned from AS 54 from all internal devices 
when sourcing traffic from the Loopback0 interfaces. 
 

Configuration 
R1: 
router bgp 100 
 network 150.1.1.0 mask 255.255.255.0 
 neighbor 155.1.0.2 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.4 remote-as 100 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.67.7 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
 neighbor 155.1.0.2 route-reflector-client 
 neighbor 155.1.0.3 route-reflector-client 
 neighbor 155.1.0.4 route-reflector-client 
 neighbor 155.1.0.5 route-reflector-client 
 neighbor 155.1.58.8 route-reflector-client 
 neighbor 155.1.67.7 route-reflector-client 
 neighbor 155.1.79.9 route-reflector-client 
 neighbor 155.1.108.10 route-reflector-client 
 neighbor 155.1.146.6 route-reflector-client 
 
R2: 
router bgp 100 
 network 150.1.2.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 
R3: 
router bgp 100 
 network 150.1.3.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
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R4: 
router bgp 100 
 network 150.1.4.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 
R5: 
router bgp 100 
 network 150.1.5.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
  
R6: 
router bgp 100 
 network 150.1.6.0 mask 255.255.255.0 
 neighbor 155.1.146.1 remote-as 100 
 
SW1: 
router bgp 100 
 network 150.1.7.0 mask 255.255.255.0 
 neighbor 155.1.146.1 remote-as 100 
 
SW2: 
router bgp 100 
 network 150.1.8.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
  
SW3: 
router bgp 100 
 network 150.1.9.0 mask 255.255.255.0 
 neighbor 155.1.146.1 remote-as 100 
 
SW4: 
router bgp 100  
 network 150.1.10.0 mask 255.255.255.0 
 neighbor 155.1.0.1 remote-as 100 
 
Verification 

 Note 

BGP route reflectors, as defined in RFC 2796, are used in large scale iBGP 
deployments to reduce the need for n*(n-1)/2 fully meshed peerings.  Route 
reflectors accomplish this by creating an exception for passing advertisements 
between peers.  Specifically this is implemented as follows. 
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A route reflector can have three types of peers, EBGP peers, client peers, and 
non-client peers.  EBGP peers are neighbors in a different AS number, including 
peers in different Sub-ASes in confederation.  Client peers are iBGP neighbors 
that have the route-reflector-client statement configured.  Non-client 
peers are normal iBGP peers that do not have the route-reflector-client 
statement configured.  Routing advertisements sent from the route reflector must 
conform to the following three rules. 

1. Routes learned from EBGP peers can be sent to other EBGP peers, clients, 
and non-clients. 

2. Routes learned from client peers can be sent to EBGP peers, other client 
peers, and non-clients. 

3. Routes learned from non-client peers can be sent to EBGP peers, and client 
peers, but not other non-clients. 

In the simplest of route-reflection designs, a central peering point is chosen for all 
devices in the iBGP domain, and all peers of this device are defined as clients.  
In this particular example, R1 is configured in this manner.  When R1 receives 
routes from its iBGP peers, they are tagged internally as being received from a 
client peer, and are candidate to be advertised on to everyone.  In the below 
output we see R1 learning R2’s Loopback0 network, with the RR-client attribute 
set. 

Rack1R1#show ip bgp 150.1.2.0 255.255.255.0       
BGP routing table entry for 150.1.2.0/24, version 3 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
  Advertised to update-groups: 
     1          
  Local, (Received from a RR-client) 
    155.1.0.2 from 155.1.0.2 (150.1.2.2) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
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When a route is advertised, or “reflected”, from the route reflector to a client or 
non-client, BGP attributes such as the next-hop value are not updated. 

Rack1R1#show ip bgp neighbors 155.1.0.3 advertised-routes  
BGP table version is 15, local router ID is 150.1.1.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal, 
              r RIB-failure, S Stale 
Origin codes: i - IGP, e - EGP, ? - incomplete 
 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 150.1.1.0/24     0.0.0.0                  0         32768 i 
*>i150.1.2.0/24     155.1.0.2                0    100      0 i 
*>i150.1.3.0/24     155.1.0.3                0    100      0 i 
*>i150.1.4.0/24     155.1.0.4                0    100      0 i 
*>i150.1.5.0/24     155.1.0.5                0    100      0 i 
*>i150.1.6.0/24     155.1.146.6              0    100      0 i 
*>i150.1.7.0/24     155.1.67.7               0    100      0 i 
*>i150.1.8.0/24     155.1.58.8               0    100      0 i 
*>i150.1.9.0/24     155.1.79.9               0    100      0 i 
*>i150.1.10.0/24    155.1.108.10             0    100      0 i 
 
Total number of prefixes 10 
 

Instead, two new attributes are added onto the reflected prefix, the Originator ID 
and the Cluster List. 

Rack1R3#show ip bgp 150.1.2.0 255.255.255.0 
BGP routing table entry for 150.1.2.0/24, version 10 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
  Not advertised to any peer 
  Local 
    155.1.0.2 from 155.1.0.1 (150.1.1.1) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
      Originator: 150.1.2.2, Cluster list: 150.1.1.1 
 

Recall that previously, loop prevention in iBGP is achieved simply by not 
advertising routes learned from one iBGP neighbor to another.  Since route-
reflection violates this rule, new loop prevention must be implemented. 

The first of these, the Originator ID, is set by the route reflector as the BGP 
router-id of the neighbor it learned the prefix from.  For the above prefix, this is 
the BGP router-id of R2, as seen in the parenthesis of the show ip bgp 
150.1.2.0 255.255.255.0 on R1.  When any BGP speaker learns a route 
from an iBGP neighbor, and the Originator ID matches their own local router-id, 
the route is discarded.  This is why it is essential that the BGP router-id value be 
unique throughout the entire routing domain, just like in OSPF and EIGRP. 
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The second new attribute, the Cluster List, contains the Cluster-IDs of the route 
reflectors that the route transited through in the network.  Unless the bgp 
cluster-id command is manually configured under the BGP routing process, 
the value defaults to the router-id of the route reflector.  In the above case the 
Cluster List contains just the router-id of R1, 150.1.1.1. 

This attribute is used to prevent loops between route-reflectors, when a 
hierarchical design called Clustering is implemented.  A “cluster” in BGP is 
defined as a route-reflector and its clients, and will be explored in more detail in 
later tasks.  When a route-reflector learns a route from an iBGP peer, and the 
Cluster List includes its own Cluster-ID, the route is discarded. 

Note that since the other attributes in the prefix are not updated by the route 
reflector, the reflector is analogous to the DR in OSPF, and in many cases traffic 
does not physically transit through this device.  Instead the reflector is simply a 
central point for network control traffic, but not necessarily an aggregation point 
for traffic.  This can be demonstrated in this design by the traffic flow between R2 
and SW4, as seen below. 

Rack1R2#show ip bgp 150.1.10.0 255.255.255.0 
BGP routing table entry for 150.1.10.0/24, version 6 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
  Not advertised to any peer 
  Local 
    155.1.108.10 (metric 2174976) from 155.1.0.1 (150.1.1.1) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
      Originator: 204.12.1.10, Cluster list: 150.1.1.1 
 

R2 learns the prefix 150.1.10.0/24 from R1, but with a next-hop value of 
155.1.108.10.  Now a recursive lookup must be performed on 155.1.108.10 until 
the outgoing interface is found. 



CCIE R&S Lab Workbook Volume I Version 5.0     BGP
 

Copyright © 2009 Internetwork Expert www.InternetworkExpert.com
43 

Rack1R2#show ip route 155.1.108.10 
Routing entry for 155.1.108.0/24 
  Known via "eigrp 100", distance 90, metric 2174976, type internal 
  Redistributing via eigrp 100 
  Last update from 155.1.0.5 on Serial0/0.1, 00:40:51 ago 
  Routing Descriptor Blocks: 
  * 155.1.0.5, from 155.1.0.5, 00:40:51 ago, via Serial0/0.1 
      Route metric is 2174976, traffic share count is 1 
      Total delay is 20200 microseconds, minimum bandwidth is 1544 Kbit 
      Reliability 255/255, minimum MTU 1500 bytes 
      Loading 1/255, Hops 2 
 
Rack1R2#show ip route 155.1.0.5 
Routing entry for 155.1.0.0/24 
  Known via "connected", distance 0, metric 0 (connected, via interface) 
  Redistributing via eigrp 100 
  Routing Descriptor Blocks: 
  * directly connected, via Serial0/0.1 
      Route metric is 0, traffic share count is 1 
 

155.1.108.10 is known via IGP from R5, out Serial0/0.1.  The traceroute indicates 
that the traffic flow does not pass through the route reflector, even though the 
BGP control traffic did. 

Rack1R2#traceroute 150.1.10.10               
 
Type escape sequence to abort. 
Tracing the route to 150.1.10.10 
 
  1 155.1.0.5 28 msec 28 msec 32 msec 
  2 155.1.58.8 28 msec 32 msec 28 msec 
  3 155.1.108.10 28 msec *  28 msec 
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7.8 Large Scale iBGP Route Reflection with Clusters 
• Remove the previous BGP configuration on all devices. 
• Configure R2 in BGP AS 200, and configure an EBGP peering with BB2. 
• BB2 is in AS 254, and is authenticating this peering with the password 

"CISCO". 
• Configure BGP on all other internal devices using AS 100. 
• Configure a BGP cluster between R1, R4, and R6 as follows: 

o R1 should be the route-reflector, and peer with R4 and R6. 
o R4 and R6 should peer with BB3 and BB1 respectively, who are in 

AS 54. 
o Use the cluster-id 150.X.1.1. 

• Configure a BGP cluster between R3, SW1, and SW3 as follows: 
o R3 should be the route-reflector, and peer with SW1 and SW3. 
o Use the cluster-id 150.X.3.3. 

• Configure a BGP cluster between R5, SW2, and SW4 as follows: 
o R5 should be the route-reflector, and peer with SW2 and SW4. 
o Use the cluster-id 150.X.5.5. 

• R1, R3, and R5 should all peer with each other in a full-mesh, but should 
not propagate updates between clusters. 

• Configure EBGP peerings between R2 & R3 and R2 & R5. 
• Advertise the Loopback0 interfaces of all devices into BGP. 
• Ensure full reachability to these Loopback0 interfaces from all internal 

devices, and to all prefixes learned from AS 54 and 254 from all internal 
devices when sourcing traffic from the Loopback0 interfaces. 
 

Configuration 
R1: 
router bgp 100 
 bgp cluster-id 150.1.1.1 
 network 150.1.1.0 mask 255.255.255.0 
 neighbor 155.1.146.4 remote-as 100 
 neighbor 155.1.146.6 remote-as 100 
 neighbor 155.1.146.4 route-reflector-client 
 neighbor 155.1.146.6 route-reflector-client 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.13.3 remote-as 100 
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R2: 
router bgp 200 
 network 150.1.2.0 mask 255.255.255.0 
 neighbor 192.10.1.254 remote-as 254 
 neighbor 192.10.1.254 password CISCO 
 neighbor 155.1.23.3 remote-as 100 
 neighbor 155.1.0.5 remote-as 100 
 
R3: 
router bgp 100 
 bgp cluster-id 150.1.3.3 
 network 150.1.3.0 mask 255.255.255.0 
 neighbor 155.1.37.7 remote-as 100 
 neighbor 155.1.79.9 remote-as 100 
 neighbor 155.1.37.7 route-reflector-client 
 neighbor 155.1.79.9 route-reflector-client 
 neighbor 155.1.13.1 remote-as 100 
 neighbor 155.1.0.5 remote-as 100 
 neighbor 155.1.23.2 remote-as 200 
 
R4: 
router bgp 100 
 network 150.1.4.0 mask 255.255.255.0 
 neighbor 155.1.146.1 remote-as 100 
 neighbor 204.12.1.254 remote-as 54 
 
R5: 
router bgp 100 
 bgp cluster-id 150.1.5.5 
 network 150.1.5.0 mask 255.255.255.0 
 neighbor 155.1.58.8 remote-as 100 
 neighbor 155.1.108.10 remote-as 100 
 neighbor 155.1.58.8 route-reflector-client 
 neighbor 155.1.108.10 route-reflector-client 
 neighbor 155.1.0.1 remote-as 100 
 neighbor 155.1.0.3 remote-as 100 
 neighbor 155.1.0.2 remote-as 200 
  
R6: 
router bgp 100 
 network 150.1.6.0 mask 255.255.255.0 
 neighbor 155.1.146.1 remote-as 100 
 neighbor 54.1.1.254 remote-as 54 
 
SW1: 
router bgp 100 
 network 150.1.7.0 mask 255.255.255.0 
 neighbor 155.1.37.3 remote-as 100 
 
SW2: 
router bgp 100 
 network 150.1.8.0 mask 255.255.255.0 
 neighbor 155.1.58.5 remote-as 100 
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SW3: 
router bgp 100 
 network 150.1.9.0 mask 255.255.255.0 
 neighbor 155.1.37.3 remote-as 100 
 
SW4: 
router bgp 100  
 network 150.1.10.0 mask 255.255.255.0 
 neighbor 155.1.58.5 remote-as 100 
 
Verification 

 Note 

The term “cluster” refers to a route-reflector and its clients, or multiple route-
reflectors that service the same clients.  Clustering is used to create a balance 
between the amount of BGP control traffic that must be maintained through 
peering, and redundancy.  Many large scale Service Providers use clustering to 
create hierarchy in their iBGP designs, by constraining clusters to different 
geographic regions, which reduces the amount of long-haul BGP peerings that 
must occur. 

In this particular example, three clusters are created.  Each cluster is serviced by 
one route-reflector, R1, R3, or R5.  Inside the cluster, all iBGP peers are 
configured as clients of the route reflector.  Between clusters, however, the route 
reflectors are non-clients of each other.  This design helps to limit redundant 
updating in the BGP control plane, but sacrifices redundancy.  To illustrate this 
let’s follow the path of an update through the iBGP domain, and observe how 
different failure scenarios affect reachability to it. 
 

Rack1R4#show ip bgp 112.0.0.0 
BGP routing table entry for 112.0.0.0/8, version 5 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
  Advertised to update-groups: 
     2          
  54 50 60 
    204.12.1.254 from 204.12.1.254 (31.3.0.1) 
      Origin IGP, localpref 100, valid, external, best 
 

R4 learns the prefix 112.0.0.0/8 from its EBGP peer, BB3, and passes this route 
onto its iBGP peer, R1. 
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Rack1R1#show ip bgp 112.0.0.0 
BGP routing table entry for 112.0.0.0/8, version 38 
Paths: (2 available, best #1, table Default-IP-Routing-Table) 
  Advertised to update-groups: 
     1          2          
  54 50 60, (Received from a RR-client) 
    204.12.1.254 (metric 30720) from 155.1.146.4 (150.1.4.4) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
  54 50 60, (Received from a RR-client) 
    54.1.1.254 (metric 2172416) from 155.1.146.6 (150.1.6.6) 
      Origin IGP, metric 0, localpref 100, valid, internal 
 

R1 learns the route from R4 with a next-hop of 204.12.1.254.  It also learns the 
identical route from R6 with a next-hop of 54.1.1.254.  Since the metric towards 
204.12.1.254 is lower, this route is chosen as best, and is candidate to be 
advertised.  Also note that R1 says that these two prefixes are learned from route 
reflector clients. 

Since these routes come from client peers, they are candidate to be advertised to 
EBGP peers, other clients, and non-clients.  In this case R1 advertises the path 
through R4 to its non-clients, R3 and R5. 

Rack1R3#show ip bgp 112.0.0.0 
BGP routing table entry for 112.0.0.0/8, version 33 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
  Advertised to update-groups: 
     1          3          
  54 50 60 
    204.12.1.254 (metric 33536) from 155.1.13.1 (150.1.1.1) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
      Originator: 150.1.4.4, Cluster list: 150.1.1.1 
 
Rack1R5#show ip bgp 112.0.0.0 
BGP routing table entry for 112.0.0.0/8, version 33 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
  Advertised to update-groups: 
     1          3          
  54 50 60 
    204.12.1.254 (metric 2172416) from 155.1.0.1 (150.1.1.1) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
      Originator: 150.1.4.4, Cluster list: 150.1.1.1 
 

R3 and R5 learn the prefix from R1, with the new attributes Originator ID set to 
150.1.4.4 (R4), and Cluster List including 150.1.1.1 (R1).  Since from R3 and 
R5’s perspective these prefixes were not learned from route reflector clients, they 
are only candidate to be advertised to EBGP peers and client peers.  From R5, 
the result is that the prefix is advertised to R2, SW2, and SW4, but not to R3. 
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Rack1R5#show ip bgp neighbors 155.1.0.2 advertised-routes | include 112.0.0.0 
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 
Rack1R5#$ neighbors 155.1.58.8 advertised-routes | include 112.0.0.0          
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 
Rack1R5#$ neighbors 155.1.108.10 advertised-routes | include 112.0.0.0        
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 
Rack1R5#show ip bgp neighbors 155.1.0.3 advertised-routes | include 112.0.0.0 
 

This is the behavior we should expect, since the inter-cluster peerings are non-
client peerings.  In essence, the only routes that are advertised between clusters 
are routes that came from within the cluster, or from EBGP peers. 

Rack1SW4#show ip bgp 112.0.0.0 
BGP routing table entry for 112.0.0.0/8, version 24 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
  Not advertised to any peer 
  54 50 60 
    204.12.1.254 (metric 2175232) from 155.1.58.5 (150.1.5.5) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
      Originator: 150.1.4.4, Cluster list: 150.1.5.5, 150.1.1.1 
 

SW4 learns the route from R5, with the Originator ID still set to R4, but with the 
Cluster List now including both the Cluster-IDs of R5 and R1.  Like AS-Path, the 
Cluster List is populated with the newest route reflector on the left.  The other 
attributes, such as the next-hop value, have not been updated.  This means that 
SW4 must perform a recursive lookup towards 204.12.1.254. 

Rack1SW4#show ip route 204.12.1.254 
Routing entry for 204.12.1.0/24 
  Known via "eigrp 100", distance 90, metric 2175232, type internal 
  Redistributing via eigrp 100 
  Last update from 155.1.108.8 on Port-channel1, 00:30:56 ago 
  Routing Descriptor Blocks: 
  * 155.1.108.8, from 155.1.108.8, 00:30:56 ago, via Port-channel1 
      Route metric is 2175232, traffic share count is 1 
      Total delay is 20210 microseconds, minimum bandwidth is 1544 Kbit 
      Reliability 253/255, minimum MTU 1500 bytes 
      Loading 1/255, Hops 3 
 
Rack1SW4#show ip route 155.1.108.8 
Routing entry for 155.1.108.0/24 
  Known via "connected", distance 0, metric 0 (connected, via interface) 
  Redistributing via eigrp 100 
  Routing Descriptor Blocks: 
  * directly connected, via Port-channel1 
      Route metric is 0, traffic share count is 1 
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The outgoing interface is found, and a traceroute indicates the full end-to-end 
path.  Note that R1 is not in the traffic path, even though it is in the BGP control 
traffic path.  This is because an independent IGP lookup is performed towards 
the next-hop, which is unrelated to the path of the BGP peerings. 

Rack1SW4#traceroute  
Protocol [ip]:  
Target IP address: 112.0.0.1 
Source address: 150.1.10.10 
Numeric display [n]:  
Timeout in seconds [3]:  
Probe count [3]:  
Minimum Time to Live [1]:  
Maximum Time to Live [30]:  
Port Number [33434]:  
Loose, Strict, Record, Timestamp, Verbose[none]:  
Type escape sequence to abort. 
Tracing the route to 112.0.0.1 
 
  1 155.1.108.8 4 msec 0 msec 0 msec 
  2 155.1.58.5 0 msec 4 msec 0 msec 
  3 155.1.0.4 20 msec 16 msec 20 msec 
  4 204.12.1.254 24 msec 24 msec 20 msec 
  5 172.16.4.1 44 msec *  36 msec 
 

At this point full reachability should be obtained to all BGP learned prefixes when 
traffic is sourced from the Loopback0 networks.  Now let’s look at the case where 
a failure occurs on the Frame Relay PVC between R1 and R5. 

Rack1R5#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R5(config)#interface Serial0/0 
Rack1R5(config-if)#no frame-relay map ip 155.1.0.1 
<output omitted> 
Rack1R5#show ip bgp summary | include 155.1.0.1 
155.1.0.1       4   100      73      70        0    0    0 00:10:03 Active 
Rack1R5# 
 

The frame-relay map statement for R1 is withdrawn from R5, simulating a circuit 
failure.  Shortly after the BGP peer is declared down.  Now look at the changes in 
the propagation of the prefix 112.0.0.0/8 
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Rack1R1#show ip bgp 112.0.0.0                              
BGP routing table entry for 112.0.0.0/8, version 38 
Paths: (2 available, best #1, table Default-IP-Routing-Table) 
  Advertised to update-groups: 
     1          2          
  54 50 60, (Received from a RR-client) 
    204.12.1.254 (metric 30720) from 155.1.146.4 (150.1.4.4) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
  54 50 60, (Received from a RR-client) 
    54.1.1.254 (metric 2172416) from 155.1.146.6 (150.1.6.6) 
      Origin IGP, metric 0, localpref 100, valid, internal 
 

R1 still has the best route to 112.0.0.0/8 installed via R4, and advertises the 
prefix to R3.  The advertisement to R5 cannot occur since the peering is down. 

Rack1R3#show ip bgp 112.0.0.0 
BGP routing table entry for 112.0.0.0/8, version 33 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
  Advertised to update-groups: 
     1          3          
  54 50 60 
    204.12.1.254 (metric 33536) from 155.1.13.1 (150.1.1.1) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
      Originator: 150.1.4.4, Cluster list: 150.1.1.1 
 

R3 receives the prefix from R1, but cannot advertise it to R5, since both R1 and 
R5 are non-clients. 

Rack1R3#show ip bgp neighbors 155.1.0.5 advertised-routes  
BGP table version is 34, local router ID is 150.1.3.3 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal, 
              r RIB-failure, S Stale 
Origin codes: i - IGP, e - EGP, ? - incomplete 
 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 150.1.2.0/24     155.1.23.2               0             0 200 i 
*> 150.1.3.0/24     0.0.0.0                  0         32768 i 
*>i150.1.7.0/24     155.1.37.7               0    100      0 i 
*>i150.1.9.0/24     155.1.79.9               0    100      0 i 
*> 205.90.31.0      155.1.23.2                             0 200 254 ? 
*> 220.20.3.0       155.1.23.2                             0 200 254 ? 
*> 222.22.2.0       155.1.23.2                             0 200 254 ? 
 

The final result is that R5 does not have the prefix installed, which implies that 
SW2 and SW4 likewise do not have the prefix. 

Rack1R5#show ip bgp 112.0.0.0 
% Network not in table 
 
Rack1SW4#ping 112.0.0.1 source Loopback0 
 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 112.0.0.1, timeout is 2 seconds: 
Packet sent with a source address of 150.1.10.10  
..... 
Success rate is 0 percent (0/5) 
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Now let’s modify the peerings between R1, R3, and R5 so that they are clients of 
each other, and see how this affects redundancy. 

Rack1R1#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R1(config)#router bgp 100 
Rack1R1(config-router)#neighbor 155.1.0.5 route-reflector-client 
Rack1R1(config-router)#neighbor 155.1.13.3 route-reflector-client 
 
Rack1R3#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R3(config)#router bgp 100 
Rack1R3(config-router)#neighbor 155.1.0.5 route-reflector-client 
Rack1R3(config-router)#neighbor 155.1.13.1 route-reflector-client 
 
Rack1R5#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R5(config)#router bgp 100 
Rack1R5(config-router)#neighbor 155.1.0.1 route-reflector-client 
Rack1R5(config-router)#neighbor 155.1.0.3 route-reflector-client 
 

Now that R1 is a client of R3, R3 can advertise prefixes received from R1 to R5, 
and vice versa.  The resulting change is that R3 now advertises 112.0.0.0/8 to 
R5. 

Rack1R3#show ip bgp 112.0.0.0 
BGP routing table entry for 112.0.0.0/8, version 91 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
Flag: 0x820 
  Advertised to update-groups: 
     1          3          
  54 50 60, (Received from a RR-client) 
    204.12.1.254 (metric 33536) from 155.1.13.1 (150.1.1.1) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
      Originator: 150.1.4.4, Cluster list: 150.1.1.1 
 
Rack1R3#show ip bgp neighbors 155.1.0.5 advertised-routes | include 112.0.0.0 
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 

Likewise R5 can now continue to propagate the prefix onto SW2 and SW4, and 
connectivity is restored. 

Rack1SW4#show ip bgp 112.0.0.0           
BGP routing table entry for 112.0.0.0/8, version 113 
Paths: (1 available, best #1, table Default-IP-Routing-Table) 
Flag: 0x820 
  Not advertised to any peer 
  54 50 60 
    204.12.1.254 (metric 2175232) from 155.1.58.5 (150.1.5.5) 
      Origin IGP, metric 0, localpref 100, valid, internal, best 
      Originator: 150.1.4.4, Cluster list: 150.1.5.5, 150.1.3.3, 150.1.1.1 
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Rack1SW4#ping 112.0.0.1 source Loopback0 
 
Type escape sequence to abort. 
Sending 5, 100-byte ICMP Echos to 112.0.0.1, timeout is 2 seconds: 
Packet sent with a source address of 150.1.10.10  
!!!!! 
Success rate is 100 percent (5/5), round-trip min/avg/max = 76/76/76 ms 
 

So if without client peerings between R1, R3, and R5, redundancy suffers, what 
is the disadvantage of configuring all the inter-cluster peers as clients of each 
other?  The answer, is route replication overhead. 

With R5’s connection to R1 working, let’s look at the advertisement of 112.0.0.0/8 
again.  To start, R4 learns the prefix 112.0.0.0/8 from BB3, and advertises it onto 
R1. 

Rack1R4#show ip bgp neighbors 155.1.146.1 advertised-routes | include 112.0.0.0 
*> 112.0.0.0        204.12.1.254                           0 54 50 60 i 
 

R1 reflects this route to both R3 and R5, as expected. 

Rack1R1#show ip bgp neighbors 155.1.13.3 advertised-routes | include 112.0.0.0 
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 
Rack1R1#show ip bgp neighbors 155.1.0.5 advertised-routes | include 112.0.0.0  
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 

Since R1 is now a client of both R3 and R5, both R3 and R5 advertise the prefix 
to each other, as expected. 

Rack1R3#show ip bgp neighbors 155.1.0.5 advertised-routes | include 112.0.0.0  
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 
Rack1R5#show ip bgp neighbors 155.1.0.3 advertised-routes | include 112.0.0.0  
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 

Now, oddly enough however, R3 and R5 each take the advertisement they are 
getting in from R1, and send it back to R1.  This is where the advertisement 
feedback occurs. 

Rack1R3#show ip bgp neighbors 155.1.13.1 advertised-routes | include 112.0.0.0  
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
 
Rack1R5#show ip bgp neighbors 155.1.0.1 advertised-routes | include 112.0.0.0  
*>i112.0.0.0        204.12.1.254             0    100      0 54 50 60 i 
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To see this update loop in action, limit the routes that R4 receives from BB3 to 
just 112.0.0.0/8, and shut down R1’s peering to R6.  Next, request a route 
refresh with the clear ip bgp command while debug ip bgp is enabled. 

Rack1R4#conf t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R4(config)#ip prefix-list ONLY_112 permit 112.0.0.0/8 
Rack1R4(config)#router bgp 100 
Rack1R4(config-router)#neighbor 204.12.1.254 prefix-list ONLY_112 in 
Rack1R4(config-router)#end 
Rack1R4#clear ip bgp * in 
 
Rack1R1#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
Rack1R1(config)#router bgp 100 
Rack1R1(config-router)#neighbor 155.1.146.6 shutdown 
%BGP-5-ADJCHANGE: neighbor 155.1.146.6 Down Admin. shutdown 
Rack1R1(config-router)#end 
Rack1R1#debug ip bgp updates 
BGP updates debugging is on for address family: IPv4 Unicast 
Rack1R1#clear ip bgp 155.1.146.4    
Rack1R1# 
BGP(0): no valid path for 112.0.0.0/8 
BGP(0): no valid path for 150.1.4.0/24 
%BGP-5-ADJCHANGE: neighbor 155.1.146.4 Down User reset 
BGP(0): nettable_walker 112.0.0.0/8 no best path 
BGP(0): nettable_walker 150.1.4.0/24 no best path 
BGP(0): 155.1.0.5 send unreachable 150.1.4.0/24 
BGP(0): 155.1.0.5 send UPDATE 150.1.4.0/24 -- unreachable 
BGP(0): 155.1.0.5 send UPDATE 112.0.0.0/8 -- unreachable 
 

With R1’s peering to R4 down, an UPDATE message is sent to withdraw the 
routes that were reachable via R4. 

BGP: 155.1.13.3 Route Reflector cluster loop; Received cluster-id 150.1.1.1 
BGP(0): 155.1.13.3 rcv UPDATE w/ attr: nexthop 155.1.146.4, origin i, localpref 
100, metric 0, originator 150.1.4.4, clusterlist 150.1.3.3 150.1.5.5 0.0.0.0, 
path , community , extended community  
BGP(0): 155.1.13.3 rcv UPDATE about 150.1.4.0/24 -- DENIED due to: CLUSTERLIST 
contains our own cluster ID; 
BGP: 155.1.13.3 Route Reflector cluster loop; Received cluster-id 150.1.1.1 
BGP(0): 155.1.13.3 rcv UPDATE w/ attr: nexthop 204.12.1.254, origin i, 
localpref 100, metric 0, originator 150.1.4.4, clusterlist 150. 
Rack1R1#1.3.3 150.1.5.5 0.0.0.0, path 54 50 60, community , extended community  
BGP(0): 155.1.13.3 rcv UPDATE about 112.0.0.0/8 -- DENIED due to: CLUSTERLIST 
contains our own cluster ID; 
BGP(0): updgrp 2 - 155.1.0.5 updates replicated for neighbors: 155.1.13.3 
BGP(0): 155.1.0.5 rcv UPDATE about 112.0.0.0/8 -- withdrawn 
BGP(0): 155.1.0.5 rcv UPDATE about 150.1.4.0/24 -- withdrawn 
BGP(0): 155.1.13.3 rcv UPDATE about 150.1.4.0/24 -- withdrawn 
BGP(0): 155.1.13.3 rcv UPDATE about 112.0.0.0/8 -- withdrawn 
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When R1 issued a withdraw message for 112.0.0.0/8, it received looped updates 
back in from both R3 and R5.  Ultimately these were blocked because R1 saw its 
own Cluster ID in the Cluster List.  The same occurs when the peering to R4 
comes back up. 

%BGP-5-ADJCHANGE: neighbor 155.1.146.4 Up  
<output omitted> 
BGP(0): 155.1.146.4 rcvd UPDATE w/ attr: nexthop 155.1.146.4, origin i, 
localpref 100, metric 0 
BGP(0): 155.1.146.4 rcvd 150.1.4.0/24 
BGP(0): 155.1.146.4 rcvd UPDATE w/ attr: nexthop 204.12.1.254, origin i, 
localpref 100, metric 0, path 54 50 60 
BGP(0): 155.1.146.4 rcvd 112.0.0.0/8 
BGP(0): Revise route installing 1 of 1 routes for 112.0.0.0/8 -> 
204.12.1.254(main) to main IP table 
BGP(0): Revise route installing 1 of 1 routes for 150.1.4.0/24 -> 
155.1.146.4(main) to main IP table 
BGP(0): updgrp 2 - 155.1.146.4 updates replicated for neighbors: 
BGP(0): 155.1.146.4 send UPDATE (format) 150.1.4.0/24, next 155.1.146.4, metric 
0, path Local 
BGP(0): 155.1.146.4 send UPDATE (format) 112.0.0.0/8, next 204.12.1.254, metric 
0, path 54 50 60 
BGP(0): updgrp 2 - 155.1.146.4 updates replicated for neighbors: 155.1.0.5 
155.1.13.3 
 

R1 gets the routes 150.1.4.0/24 and 112.0.0.0/8 from R4, and replicates them to 
R3 and R5. 

BGP: 155.1.13.3 Route Reflector cluster loop; Received cluster-id 150.1.1.1 
BGP(0): 155.1.13.3 rcv UPDATE w/ attr: nexthop 155.1.146.4, origin i, localpref 
100, metric 0, originator 150.1.4.4, clusterlist 150.1.3.3 150.1.5.5, path , 
community , extended community  
BGP(0): 155.1.13.3 rcv UPDATE about 150.1.4.0/24 -- DENIED due to: CLUSTERLIST 
contains our own cluster ID; 
BGP: 155.1.13.3 Route Reflector cluster loop; Received cluster-id 150.1.1.1 
BGP(0): 155.1.13.3 rcv UPDATE w/ attr: nexthop 204.12.1.254, origin i, 
localpref 100, metric 0, originator 150.1.4.4, clusterlist 150.1.3.3 150.1.5.5, 
path 54 50 60, community , extended community  
BGP(0): 155.1.13.3 rcv UPDATE about 112.0.0.0/8 -- DENIED due to: CLUSTERLIST 
contains our own cluster ID; 
BGP: 155.1.0.5 Route Reflector cluster loop; Received cluster-id 150.1.1.1 
BGP(0): 155.1.0.5 rcv UPDATE w/ attr: nexthop 155.1.146.4, origin i, localpref 
100, metric 0, originator 150.1.4.4, clusterlist 150.1.5.5 150.1.5.5, path , 
community , extended community  
BGP(0): 155.1.0.5 rcv UPDATE about 150.1.4.0/24 -- DENIED due to: CLUSTERLIST 
contains our own cluster ID; 
BGP: 155.1.0.5 Route Reflector cluster loop; Received cluster-id 150.1.1.1 
BGP(0): 155.1.0.5 rcv UPDATE w/ attr: nexthop 204.12.1.254, origin i, localpref 
100, metric 0, originator 150.1.4.4, clusterlist 150.1.5.5 150.1.5.5, path 54 
50 60, community , extended community  
BGP(0): 155.1.0.5 rcv UPDATE about 112.0.0.0/8 -- DENIED due to: CLUSTERLIST 
contains our own cluster ID; 
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Once the peering to R4 comes back up, we can see likewise that another update 
loop occurs between R1, R3, and R5.  Luckily since the Cluster List contains 
R1’s Cluster ID, the loop is broken. 

Ultimately the choice between making the inter-cluster peerings client or non-
client peerings depends on the redundancy design.  We saw first that with them 
configured as non-client peerings, certain network failures could have caused 
traffic black holes, even though there were alternate viable paths to the 
destinations. 

On the other hand, with the inter-cluster peerings configured as client peerings, 
each update message sent out results in a feedback loop of update messages 
received back in.  With only a few prefixes in the BGP table this may not seem 
like a big issue, but with the hundreds of thousands of prefixes in the Internet 
BGP table, these type of loops can quickly bring the network to its knees. 

 
 
 
 
 
 
 
 
 
 




